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Abstract

Exploratory factor analysis (EFA) and confirmatory factor analysis (CFA),
path analysis, and structural equation modeling (SEM) have long histories
in clinical research. Although CFA has largely superseded EFA, CFAs of
multidimensional constructs typically fail to meet standards of good mea-
surement: goodness of fit, measurement invariance, lack of differential item
functioning, and well-differentiated factors in support of discriminant va-
lidity. Part of the problem is undue reliance on overly restrictive CFAs in
which each item loads on only one factor. Exploratory SEM (ESEM), an
overarching integration of the best aspects of CFA/SEM and traditional
EFA, provides confirmatory tests of a priori factor structures, relations be-
tween latent factors and multigroup/multioccasion tests of full (mean struc-
ture) measurement invariance. It incorporates all combinations of CFA fac-
tors, ESEM factors, covariates, grouping/multiple-indicator multiple-cause
(MIMIC) variables, latent growth, and complex structures that typically have
required CFA/SEM. ESEM has broad applicability to clinical studies that
are not appropriately addressed either by traditional EFA or CFA/SEM.
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EFA: exploratory
factor analysis

Manifest variable:
a variable directly
observed/measured or
defined by a single
indicator (although
this may be an average
of multiple indicators)

Latent variable:
an unobserved
hypothetical construct;
in factor analysis,
typically defined in
relation to multiple
indicators

CFA: confirmatory
factor analysis
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EXPLORATORY STRUCTURAL EQUATION MODELING AS AN
INTEGRATIVE FRAMEWORK: AN INTRODUCTION

Historically, researchers have relied on exploratory factor analyses (EFAs) to identify and distin-
guish between key psychological constructs, but many analyses that are central to clinical research
cannot be easily performed with EFA. For example, in EFA it is not easy to test measurement
invariance (in relation to groups, time, and covariates), which is the assumption in many research
designs, such as randomized control trials, or to incorporate latent EFA factors into subsequent
analyses, relating them to other constructs, to interventions, or to changes over time. Hence, clin-
ical researchers typically have to resort to suboptimal, nonlatent (manifest) scale or factor score
representations of latent EFA factors, followed by using manifest statistical models [e.g., t-tests,
analyses of variance (ANOVAs), or multiple regressions] to test for relationships between these
manifest scores and other variables or interventions. Cohen’s (1968) seminal publication presented
multiple regression as a sufficiently general framework to incorporate traditional univariate and
multivariate analyses of manifest variables [e.g., t-tests, ANOVAs, multivariate analyses of variance
(MANOVAs)] as special cases of multiple regression. Although highly flexible, this framework still
could not incorporate latent variables corrected for measurement errors, so latent psychometric
constructs identified through EFA still had to be converted to suboptimal scale or factor scores.
The advent of confirmatory factor analysis (CFA)/structural equation modeling (SEM) made it
possible to conduct systematic tests of measurement invariance (e.g., Jöreskog & Sörbom 1979,
Meredith 1993) and led to many additional advances, including the analysis of relationships in-
volving latent constructs estimated after correction for measurement error. The basic independent
clusters model of confirmatory factor analysis (ICM-CFA) posits that all items have zero factor
loadings on all factors other than the one they are designed to measure (McDonald 1985). Follow-
ing from seminal work by Jöreskog & Sörbom (1979) and others, researchers (e.g., Muthén 2002,
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Structural equation
model (SEM):
a combination of the
measurement (CFA)
model of exogenous
constructs not
influenced by other
variables and the
structural model of
directed (predictive)
paths relating latent
and/or manifest
variables

ICM-CFA:
independent clusters
model of confirmatory
factor analysis

ESEM: exploratory
structural equation
modeling

Skrondal & Rabe-Hesketh 2004) integrated these features into an even more generic framework
(generalized SEM), allowing for the estimation of relations between any manifest and latent contin-
uous or categorical variables. Indeed, Tomarken & Waller (2005) have highlighted the importance
of CFA/SEM in clinical psychology, noting the large number of publications that indicate it has
become the most commonly used multivariate technique. Here we present exploratory structural
equation modeling (ESEM) as an even more general framework that incorporates CFA/SEM and
EFA as special cases, and we demonstrate why ESEM is typically preferable to the more restricted
CFA/SEM in clinical psychology research.

Although EFA is an important precursor of CFA/SEM (Cudeck & MacCallum 2007), it is
widely seen as less useful, partly on the basis of the semantically based misconception that it is
purely an “exploratory” method that should be used only when the researcher has no a priori
assumption regarding factor structure. Thus, for example, in his review of latent variable models
for the Annual Review of Psychology, Bollen (2002, p. 615) noted that:

In exploratory factor analysis, the factors are extracted from the data without specifying the number
and pattern of loadings between the observed variables and the latent factor variables. In contrast,
confirmatory factor analysis specifies the number, meaning, associations, and pattern of free parameters
in the factor loading matrix before a researcher analyzes the data.

Similarly, in the Annual Review of Clinical Psychology, Strauss & Smith (2009, pp. 16–17) noted
that:

A major advantage of CFA in construct validity research is the possibility of directly comparing alter-
native models of relationships among constructs, a critical component of theory testing.

However, such oversimplified distinctions camouflage the critical difference: that all cross-
loadings traditionally constrained to be zero in CFA are freely estimated in EFA, so ICM- CFA
structures are much more restrictive than EFA structures. Because of this, in many instances item-
level CFAs fail to provide clear support for instruments that apparently had been well established
in EFA research (e.g., Marsh et al. 2009, 2010). In illustration of this, Marsh (2007; Marsh et al.
2005) proposed an intentionally extreme “straw person” claim that should have been easy to refute
with empirical evidence:

It is almost impossible to get an acceptable fit (e.g., CFI, TLI > 0.9; RMSEA < 0.05) for even ‘good’
multifactor rating instruments when analyses are done at the item level and there are multiple factors
(e.g., 5–10), each measured with a reasonable number of items (e.g., at least 5–10/per scale) so that
there are at least 50 items overall. (Marsh 2007, p. 785)

However, when Marsh placed this claim on SEMNET (an electronic network devoted to SEM)
and invited the more than 2,000 members to provide published counterexamples, no one was able
to do so. This suggests that many psychological instruments routinely used in applied research do
not even meet the minimum criteria of acceptable fit, based on current ICM-CFA standards.

Marsh and colleagues (2009, 2010, 2011a,b, 2013b; also see Morin et al. 2013) argue that ICM-
CFAs are too restrictive. Factor structures based on measures used in applied research typically
include cross-loadings that can be justified by substantive theory or by item content (e.g., method
effects), or that simply represent another source of measurement error, whereby items are fallible
indicators of the constructs and thus tend to have small residual associations with other constructs
(Asparouhov & Muthén 2009, Church & Burke 1994). In some cases these might be eliminated
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Correlated
uniquenesses: the
covariances between
residual items’
variance terms not
explained by the
theoretical constructs
often associated with
their use in
longitudinal data or
method effects
associated with
parallel-worded items

MIMIC:
multiple-indicator
multiple-cause

Measurement model:
CFA model of
exogenous constructs
not influenced by
other variables in the
model with no causal
(or predictive) paths.
Structural models with
causal paths are
typically equivalent to
or nested under
measurement models

in part by the development of psychometrically stronger measures, but it is our contention that
most items have multiple determinants, so nonzero cross-loadings are inherent in psychological
measurement and can often be logically anticipated from the nature of the items themselves
(for instance, many clinical symptoms of psychological disorders can be associated with multiple
diagnostic categories: either as symptoms or as associated characteristics). These small cross-
loadings are important because requiring them to be zero typically results in inflated CFA factor
correlations that detract from the discriminant validity of the factors and lead to biased estimates
in SEMs incorporating other variables (Asparouhov & Muthén 2009; Marsh et al. 2009, 2010;
Schmitt & Sass 2011). Furthermore, the strategies often used to compensate for these problems
in CFA (e.g., parceling, ex post facto modifications such as ad hoc correlated uniquenesses) tend
to be counterproductive, dubious, misleading, or simply wrong (Browne 2001; Marsh et al. 2009,
2010). Why then do researchers persist with CFA models, even when they have been shown to
be inadequate? The answer, apparently, is the mistaken belief that many recent advances in latent
variable modeling require CFA/SEMs. Here we outline ESEM (Asparouhov & Muthén 2009;
Marsh et al. 2009, 2010; Morin et al. 2013), an integration of EFA, CFA, and SEM that has the
potential to resolve this dilemma and has wide applicability to clinical research. We assume that
readers are reasonably familiar with EFA, CFA, and SEM (otherwise, for an introduction see
Bollen 1989, Brown 2006, Byrne 2011, Cudeck & MacCallum 2007).

ESEM shares many characteristics with CFA that fundamentally distinguish it from traditional
approaches to EFA, such as tests of predictive relations between latent constructs adjusted for
measurement error, method factors, correlated uniquenesses, complex error structures, bifactor
models, full measurement invariance over groups or occasions, latent mean structures, differential
item functioning (i.e., noninvariance of item intercepts), extension of factor analysis to SEMs,
auto-regressive path models of causal ordering, and multiple-indicator multiple-cause (MIMIC)
models of relations of latent factors with background and predictor variables. Owing to space
limitations, and because all of these features normally associated with CFA/SEM are covered
elsewhere in detail, here we touch on them only briefly as they relate to ESEM (for additional
information, follow the Supplemental Material link in the online version of this article or at
http://www.annualreviews.org/). Rather, we emphasize the important limitations of traditional
ICM-CFA models in many applied studies, which are overcome by using ESEM. These limitations
include poor fit to item-level factor structures, poor discriminant validity associated with inflated
correlations among CFA factors, and biased structural parameter estimates in SEMs based on
misspecified measurement models. We then provide an overview of published ESEM studies,
illustrate some new developments, and conclude with a discussion of limitations and directions
for further studies.

It is also important to note that EFAs and CFA/SEMs are only special cases of more general
ESEMs (e.g., Morin et al. 2013). In particular, EFA factors are ESEM factors. Although EFAs
are often seen as exploratory, we view ESEM as a primarily confirmatory approach, and the
use of target rotation formalizes this view, as it allows the analyst much more a priori control
on the expected factor structure. However, traditional EFA and ESEM can both be used as
exploratory or confirmatory tools (as, indeed, can CFA/SEM), depending on the nature of the
research application, theory, and data.

Because of space limitations, we are not able to include the details of worked examples (i.e., data,
syntax, and discussion of results), but we have created a separate website with an expanded discus-
sion of a data set simulated to reflect a typical clinical application (https://github.com/pdparker/
ESEM). This data set includes six items serving as indicators of two correlated factors (anxiety and
depression), two correlated/comorbid clinical states that can be measured by indicators/symptoms
that realistically can be expected to present significant cross-loadings. Simulating a clinical pretest
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Nested: models that
are obtained by placing
restrictions on another
model; parameters in
one can be represented
as a subset of those in
the other

posttest design with randomized experimental and control groups, we also simulated a second set
of six parallel posttest items where the factor structure differed slightly from the pretest data. The
control group was simulated to show a small decrease of depressive symptoms over time, but no
change in anxiety levels, whereas the experimental group showed a substantial decrease in depres-
sive symptoms over time, with gender-differentiated effects regarding the response to treatment
for symptoms of anxiety (i.e., construct-specific intervention effects). Readers are invited to explore
these examples for a more detailed understanding of ESEM and its relevance to clinical research.

THE EXPLORATORY STRUCTURAL EQUATION
MODELING APPROACH

Identification and Rotational Indeterminacy

Identification. All parameters in ESEM can be identified with the maximum likelihood (ML)
estimator, with weighted least square estimators, or with robust alternatives. In ESEM, multiple
sets of ESEM factors can be defined either as ESEM or CFA factors. ESEM factors can be divided
into blocks of factors so that a series of indicators is used to estimate all ESEM factors within a
single block, and a different set of indicators is used to estimate another block of ESEM factors.
However, specific items may be assigned to more than one set of ESEM or CFA factors. The
assignment of items is usually determined on the basis of a priori theoretical expectations, on
practical considerations, or perhaps posthoc, based on preliminary tests conducted on the data.
The integrative framework provided by ESEM is demonstrated, in that ESEM is appropriate for
any combination of ESEM and CFA factors and is easily extended to accommodate predictive
SEMs involving ESEM and CFA factors.

If the ESEM model includes a single factor or only ICM-CFA factors, then it is equivalent
to the classic CFA/SEM model. When the general ESEM model contains more than one ESEM
factor (m > 1) with cross-loadings, a different set of constraints is required to achieve an identified
solution (for further discussion, see Asparouhov & Muthén 2009; Marsh et al. 2009; 2010; Sass
& Schmitt 2010). In the first step, an unconstrained factor structure is estimated in which a
total of m2 constraints is required to achieve identification ( Jöreskog 1969). In the second step,
this initial, unrotated solution is rotated using any one of a wide set of orthogonal and oblique
rotations (Asparouhov & Muthén 2009, Sass & Schmitt 2010). Because the basic ICM-CFA model
is nested under the corresponding ESEM, conventional approaches to model comparison can be
used to compare the fit of the two models—along with a detailed evaluation of parameter estimates
based on the two approaches. ESEM is most appropriate when it fits the data better than does
a corresponding CFA model. Otherwise, the CFA factor structure is preferable, on the basis of
parsimony (Marsh et al. 2013b). However, a growing body of research suggests that ICM-CFA
models are typically too restrictive to provide an acceptable fit for many psychological instruments
(Marsh 2007, Morin et al. 2013).

Early applications of ESEM (Marsh et al. 2009, 2010) were based on a geomin rotation that
was developed to represent Thurstone’s (1947) simple structure and to incorporate a complexity
parameter (ε) that increases with the number of factors (Asparouhov & Muthén 2009, Browne
2001). Although Marsh et al. (2009, 2010) used an ε value of 0.5 with complex measurement
instruments so as to avoid inflated factor correlations, Asparouhov & Muthén (2009) recommend
comparing solutions based on varying ε values. More recently, Marsh, Lüdtke, and colleagues
(2010, Marsh et al. 2013a) recommended the use of target rotation, particularly when a few items
from each factor are relatively pure measures of the factor (i.e., factor cross-loadings are near
zero). As emphasized by Browne (2001; also see Asparouhov & Muthén 2009, Dolan et al. 2009),
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Goodness of fit:
indices that evaluate
how well a posited
model fits the data:
e.g., the Comparative
Fit Index (CFI), the
Tucker-Lewis Index
(TLI), and the root
mean square error of
approximation
(RMSEA)

this strategy reflects a compromise between the mechanical approach to EFA rotation and the
a priori ICM-CFA restrictive model, based on partial knowledge of the factor structure, and is
consistent with the view that ESEM is more typically used for confirmatory rather than exploratory
purposes. The target rotation is particularly appropriate when there is a clearly defined a priori
factor structure and a reasonable approximation to simple structure.

The identification strategy for the ESEM mean structure is similar to typical CFAs: Item
intercepts are freely estimated and latent factor means are constrained to zero (due to rotational
difficulties, the alternative CFA method of constraining one intercept per factor to zero to freely
estimate the latent means is not recommended in ESEM). In the standard ESEM model, all of
these constraints are the default in the estimation process where, in addition, multiple random
starting values are employed to help protect against nonconvergence and local minima. For a
detailed presentation of identification and estimation issues, readers are referred to Asparouhov
& Muthén (2009), Marsh et al. (2009, 2010), and Sass & Schmitt (2010).

Rotational indeterminacy. A potentially important limitation exists with ESEMs and EFAs in
that the pattern of cross-loadings and the size of the estimated factor correlations vary with the
specific rotation (e.g., Browne 2001, Sass & Schmitt 2010). Because rotation is independent of
goodness of fit, and different rotations all fit the data equally well, goodness of fit provides no
basis for choosing the best rotation (Sass & Schmitt 2010, Schmitt & Sass 2011). On the basis
of simulated data, Marsh et al. (2013a) argued that this issue is circumvented to some extent by
target rotation. However, this was based on population-generating models in which some of the
items representing each factor had zero cross-loadings in the population-generating model and
were target items in the target rotation. Target rotation does not require there to be anchor items
with zero nontarget factor loadings, but having them—or at least a reasonable approximation
of simple structure—provides a stronger a priori model, gives the researcher greater control in
specifying the model, and facilitates interpretation of the results. Although it is common in factor
analysis for several of the indicators to serve as “markers” of the factor (e.g., Cattell 1949, Comrey
1984, Gallucci & Perugini 2007, Howarth 1972, Overall 1974), this is clearly not the case in all
situations, and the target rotation might not be expected to perform as well in all cases, at least in
terms of accurately estimating the true population correlation.

The historical rationale for most rotation strategies has been based on maximizing the simple
structure of the factor loadings (either for variables, factors, or a combination of the two) with little
regard to the appropriateness of factor correlation estimates (Sass & Schmitt 2010). Although there
are advantages in having “pure” items that load only on a single factor, this is not a requirement
of a well-defined factor structure, nor even a requirement of simple structures in which nontarget
loadings are ideally small relative to target loadings but are not required to be zero (Carroll 1953,
McDonald 1985, Thurstone 1947). Indeed, as emphasized by Sass and Schmitt, there is necessarily
a balance between constraints on the sizes of cross-loadings and factor correlations (one extreme
being the ICM-CFA solution, which constrains cross-loadings to be zero and typically results in
substantially inflated factor correlations when this assumption is violated and the other extreme,
orthogonal rotation, in which all correlations are constrained to be zero and which typically results
in substantially inflated cross-loadings). Morin & Maı̈ano (2011) systematically illustrate the issue
of rotational indeterminacy in relation to how factor correlations are modified as a function of the
rotation procedure. Although resolution of this problem of choosing the most appropriate rotation
strategy is clearly beyond the scope of this review, it is important to emphasize that the goodness of
fit for the ESEM solution does not depend on the rotation. Hence, if the fit of the ESEM solution
is substantially better than that of the ICM-CFA solution, then the estimated correlation for the
ICM-CFA solution is likely to be substantially biased. Nevertheless, pending further research,
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NEO-FFI:
Neuroticism,
Extraversion, and
Openness Five-Factor
Inventory of
personality; the
60-item version of the
NEO instrument

Item parcels
(testlets): averaging
sets of items from one
factor to create a
smaller number of
indicators (e.g., a
twelve-item scale
transformed into four
three-item parcels)

we recommend that researchers compare the results based on alternative rotational procedures or
provide clear arguments for their choice of rotational method.

The Size of Factor Correlations and Discriminant Validity

Marsh and colleagues (2010, 2013a) argued that the ICM-CFA factor correlations are likely to
be positively biased—sometimes substantially—unless nontarget loadings are close to zero, as
consistently shown in simulation (e.g., Asparouhov & Muthén 2009, Marsh et al. 2013a) and
real data studies (e.g., Marsh et al. 2011b). In relation to clinical and psychological research, this
positive bias undermines support for (a) the multidimensional perspective that is the overarching
rationale for many psychometric instruments, (b) the discriminant validity of the factors that form
these instruments, (c) the predictive validity of the factors due to multicollinearity, and (d ) the
diagnostic usefulness that depends on having well-differentiated factors. Furthermore, this bias
estimation of factor correlations affects results in other parts of SEMs that are not easy to predict a
priori. This has been a potentially serious problem in applied research, where the primary focus is
on relations among the factors and their relations with other constructs (e.g., background variables,
covariates, interventions, or subsequent outcomes). We suggest that similar phenomena are likely
to occur in most applications where ICM-CFA models are inappropriate. Conversely, allowing
for cross-loadings when none are required, although it may result in the overparameterization of
the model, is unlikely to result in bias in factor correlations.

Using a combination of real and simulated data, Marsh et al. (2013a) provide perhaps the
strongest evidence of the bias in factor correlation estimates based on ICM-CFA factors. Based
on responses to 24 items [neuroticism and extraversion from the Neuroticism-Extraversion-
Openness Five-Factor Inventory (NEO-FFI) Big Five personality instrument] using a target
rotation, the ESEMs fit substantially better than CFAs. Of particular relevance, the factor
correlation was substantially smaller for ESEM (r = 0.15) than for the corresponding CFA
solution (r = 0.51) and more consistent with theoretical predictions that the Big Five personality
factors are reasonably orthogonal. Noting that the use of real data precluded knowledge of the
true population correlation, they then simulated data in which the true population correlation
was either 0.25 or 0.60, based on one of four simple-structure solutions: a pure ICM-CFA (all
nontarget loadings = 0), nearly pure ICM-CFA (nontarget loadings 0 or 0.1), approximate
(cross-loadings 0, 0.1, or 0.2), and moderate (cross-loadings 0–0.4). For the pure ICM-CFA data,
both CFAs and ESEMs fitted the data, and both accurately estimated the population correlation,
but the CFA was considered the best on the basis of parsimony. However, even for the nearly
pure ICM-CFA structure, the CFA that failed to take into account the (very small) cross-loadings
resulted in inflated estimates of the known population correlation: r = 0.41 (for ρ = 0.25) and
r = 0.71 (for ρ = 0.60). For the moderate and approximate solutions, the bias was substantially
higher: r’s = 0.52 and 0.84 (for ρ = 0.25) and r’s = 0.78 and 0.94 (for ρ = 0.60). In each case,
ESEM provided an almost perfect fit that accurately estimated the factor correlation. Thus, Marsh
et al. (2013a) argued that both ESEM and ICM-CFAs should routinely be applied to the same data.

In this same article, Marsh et al. (2013a) argue against the widespread practice of using parcels
instead of items. Marsh et al. (1998; also see De Winter et al. 2009, Velicer & Fava 1998) argued that
“more is never too much” for the number of indicators, as well as the number of participants, as gen-
eralizability is typically enhanced by having larger samples of participants and items. Historically,
it has been common to have 10 to 15+ items per scale on the most widely used psychological tests,
but there is an understandable reluctance to incorporate large numbers of indicators into complex
CFA/SEMs. One widely used compromise (e.g., Little et al. 2002, Marsh et al. 1988) is to collect
many items but to use item parcels in the analyses. For example, in a psychological instrument
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EwC: ESEM within
CFA

Mplus: widely used
statistical package that
tests ESEM structures

assessing 10 factors with 12 items each, the 120 items could be used to form three four-item
parcels for each factor used in the analysis. The critical assumption underlying the appropriate use
of parcels is well established (e.g., Bandalos 2008; Little et al. 2002; Marsh & O’Neill 1984; Marsh
et al. 1998, 2013a; Sass & Smith 2006; Williams & O’Boyle 2008): Responses to each different
factor must be purely unidimensional, with no nonzero cross-loading—in short, an ICM-CFA
model fits the data at the item level. However, Marsh et al. (2013a) argued that the use of item
parcels is almost never appropriate because (a) the basic assumption of pure unidimensionality is
rarely met; (b) biased parameter estimates (e.g., inflated factor correlations) evident in analyses at
the item level are not corrected; and (c) results provide such misleadingly good fit indexes that
applied researchers, reviewers, and readers might be misled into believing that misspecification
problems are resolved. They showed that item parcels are only appropriate if ESEMs and ICM-
CFAs both fit the data well and are similar. Although tests of unidimensionality are sometimes
given token lip service in justifying the use of parcels, Williams & O’Boyle (2008) emphasize that
a primary motivation for their use is the typically unstated need to meet seemingly traditional
criteria of acceptable fit even when misfit in analyses at the item level is so great that fits are not
acceptable. Of critical importance, Marsh et al. (2013a) showed that the inflated correlations in
ICM-CFA factors due to constraining all cross-loadings to be zero were also evident in parcel
solutions but not in ESEM solutions based on items.

Extending ESEM: The ESEM-Within-CFA Approach

The ESEM approach is very flexible, but currently its operationalization still presents some limi-
tations compared to CFA/SEMs (also see Asparouhov & Muthén 2009; Marsh et al. 2009, 2010).
For example, all of the factors forming a set of ESEM factors need to be simultaneously related
or unrelated to other variables in the model, and tests of the partial invariance of factor loadings
are not allowed (though partial invariance of uniquenesses and item intercepts is possible). Marsh
et al. (2013b, Morin et al. 2013) proposed a method they called ESEM within CFA (EwC) to
circumvent these and related problems.

EwC is an extension of an initial proposal by Jöreskog (1969; also see Muthén & Muthén 2009,
slides 133–146) that provides a solution to some of the aforementioned limitations of ESEM. The
EwC model must contain the same number of restrictions as the ESEM model (i.e., m2 restrictions
where m = number of factors; see previous discussion). In the EwC approach (Marsh et al. 2013b,
Morin et al. 2013) all parameter estimates from the final ESEM solution should be used as starting
values to estimate the EwC model. A total of m2 constraints need to be added for this model to
be identified. This is most easily accomplished by merely retaining the pattern of fixed and free
parameters in the initial ESEM solution, using ESEM estimates for starting and fixed values. (This
is greatly facilitated in Mplus v7.1, which allows researchers to copy syntax—including start values
for fixed and estimated parameters—as part of ESEM.) The EwC solution is equivalent to the
ESEM solutions in that it has the same degrees of freedom, goodness of fit, and parameter estimates
as the ESEM solution. Importantly, the researcher has more flexibility in terms of constraining or
further modifying the EwC model (because it is a true CFA model) than with the ESEM model
upon which it is based (also see Supplemental Material; follow the Supplemental Material link
in the online version of this article or at http://www.annualreviews.org/); this provides a useful
complement to ESEM and overcomes what were thought to be limitations of ESEM.

Measurement Invariance

Of particular substantive importance for clinical research are mean-level differences across multiple
groups (e.g., male versus female groups, various age groups, clinical versus nonclinical populations;
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treatment versus control groups) or over time (i.e., observing the same group of participants on
multiple occasions, perhaps before and after an intervention). Tests of whether the underlying
factor structure is the same for different groups or occasions have often been ignored in clinical
research. However, these mean comparisons assume the invariance of at least factor loadings and
item intercepts (problems associated with differential item functioning). Indeed, unless the under-
lying factors are measuring the same construct in the same way, and the measurements themselves
are operating in the same way across groups or time, mean differences and other comparisons are
potentially invalid. For example, if gender or longitudinal differences vary substantially for different
items used to infer a construct, in a manner that is unrelated to respondents’ true levels on the latent
construct, then the observed differences might be idiosyncratic to the particular items used. From
this perspective, it is important to be able to evaluate the full measurement invariance of responses.

Measurement invariance and latent mean comparisons. Tests of measurement invariance
evaluate the extent to which measurement properties generalize over multiple groups, situations,
or occasions (Meredith 1993, Vandenberg & Lance 2000). Measurement invariance is fundamental
to the evaluation of construct validity and generalizability and is an important prerequisite to any
valid form of group-based comparison. Historically, multigroup tests of invariance were seen
as a fundamental advantage of CFA/SEM over EFA approaches, which were largely limited to
descriptive comparisons of the factor loadings estimated separately in each group (but see Dolan
et al. 2009 for an EFA precursor to the more general ESEM framework).

In contrast to traditional EFAs, but like CFAs, ESEMs are easily extended to multigroup
tests of invariance. Marsh et al. (2009) operationalized a taxonomy of 13 ESEM models (see
Table 1) designed to test measurement invariance that integrates traditional CFA approaches
with factor invariance (e.g., Jöreskog & Sörbom 1993; Marsh 1994, 2007; Marsh & Grayson
1994) and item-response-theory approaches to measurement invariance (e.g., Meredith 1964,
1993; also see Millsap 2011, Vandenberg & Lance 2000). Key models test goodness of fit with

Table 1 Taxonomy of multigroup tests of invariance testable with exploratory structural equation
modeling and nesting relations (in brackets)

Model Parameters constrained to be invariant
Model 1 None (configural invariance)
Model 2 Factor loadings (FL) [1] (weak factorial/measurement invariance
Model 3 FL uniquenesses (uniq) [1, 2]
Model 4 FL, factor variance-covariances (FVCV) [1, 2]
Model 5 FL, intercepts (inter) [1, 2] (strong factorial/measurement invariance)
Model 6 FL, uniq, FVCV [1, 2, 3, 4]
Model 7 FL, uniq, inter [1, 2, 3, 5] (strict factorial/measurement invariance)
Model 8 FL, FVCV, inter [1, 2, 4, 5]
Model 9 FL, uniq, FVCV, inter [1–8]
Model 10 FL, inter, factor means (FMn) [1, 2, 5] (latent mean invariance)
Model 11 FL, uniq, inter, FMn [1, 2, 3, 5, 7, 10] (manifest mean invariance)
Model 12 FL, FVCV, inter, FMn [1, 2, 4, 5, 6, 8, 10]
Model 13 FL, uniq, FVCV, inter, FMn [1–12] (complete factorial invariance)

Bracketed values represent nesting relations in which the estimated parameters of the less general model are a subset of the
parameters estimated in the more general model under which it is nested. All models are nested under Model 1 (with no
invariance constraints), whereas Model 13 (complete invariance) is nested under all other models.
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no invariance constraints (configural invariance, Model 1); invariance of factor loadings (weak
measurement invariance, Model 2) alone or in combination with invariance of factor correlations
(factor variance-covariance invariance, Model 4), item intercepts (strong measurement invariance,
Model 5), or item intercepts and measurement error (strict measurement invariance, Model 7).
The final four models (Models 10–13) in the taxonomy all constrain mean differences between
groups to be zero—in combination with the invariance of other parameters. In order for these tests
to be interpretable, it is essential that there be support for the invariance of factor loadings and item
intercepts but not for the invariance of item uniquenesses or the factor variance-covariance matrix.

Essentially the same logic and taxonomy of models can be used to test the invariance of param-
eters across multiple occasions for a single group. One distinctive feature of longitudinal analyses
is that they should normally include correlated uniquenesses between responses to the same item
on different occasions (see Jöreskog 1979, Marsh 2007, Marsh & Hau 1996). Although occasions
are the most typical test of invariance over a within-subject construct, this is easily extended to
include other within-subject variables (e.g., spouse, therapist, and social worker ratings of the same
patient). Indeed, it is possible to extend these models to test the invariance over multiple grouping
variables or combinations of multigroup (between-subject) and within-subject variables. Although
these tests in each of the 13 models posit full invariance of all parameter estimates for all groups or
occasions, Byrne et al. (1989, also see Marsh 2007) have argued for the usefulness of a less demand-
ing test of partial invariance in which a subset of parameters is not constrained to be invariant.

Our 13-model taxonomy is more extensive than most treatments of invariance and was espe-
cially designed for ESEM (Marsh et al. 2009), but it is important to emphasize that all these models
can be tested with either ESEM or CFA. However, unless the ICM/CFA model is able to fit the
data as well as the corresponding ESEM model, ESEM invariance tests offer a viable alternative
that overcomes a potentially overly restrictive ICM/CFA structure. Indeed, the ability of ESEM to
provide such a rich set of invariance tests of an EFA measurement structure is a remarkable contri-
bution and clearly reinforces the confirmatory nature of ESEM. Because we consider the 13-model
taxonomy of invariance tests to be such an important contribution of ESEM, we have developed
an automated, freely available module (available at http://raw.github.com/pdparker/ESEM)
that allows applied researchers to easily test all 13 models with Mplus through the freeware “R”
software package.

The MIMIC approach to prediction, measurement invariance, and differential item
functioning. The multigroup approach to invariance is most appropriate for variables that are
naturally categorical (e.g., gender, diagnostic categories, treatment groups) but might not be
practical for continuous variables (e.g., age), for studies that evaluate simultaneously many dif-
ferent contrast variables and their interactions, or when sample sizes are small. Although it is
always possible to categorize continuous variables into a small number of discrete categories, it is
well known in psychological research that this strategy has potentially serious limitations in the
reduction of reliability and power (MacCallum et al. 2002), particularly when the continuous pre-
dictor variable might have nonlinear effects. The MIMIC model (see Supplemental Material for
further discussion; follow the Supplemental Material link in the online version of this article or
at http://www.annualreviews.org/) provides an alternative multigroup invariance approach to
measurement invariance and differential item functioning by (Morin et al. 2013):

� saturated MIMIC models with paths from each predictor variable and all the item intercept
terms, but not the latent factors, and

� invariant intercept MIMIC models with freely estimated paths from the predictor variables
to latent factors, but with paths to item intercepts all constrained to be zero.
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If the saturated MIMIC model fits substantively better than the intercept-invariant MIMIC
model, then there is evidence of differential item functioning (i.e., noninvariance of intercepts).

However, the MIMIC approach is limited in that it assumes the invariance of factor loadings
and uniquenesses but does not easily allow for the verification of these assumptions. Hence, both
the multiple-group and MIMIC approaches to invariance have contrasting limitations. Thus,
Marsh and colleagues (2006) proposed a hybrid approach in which multigroup models (e.g., age
groups as discrete categories) are used to test invariance assumptions that cannot easily be tested
with the MIMIC approach, and the MIMIC approach (e.g., age as a continuous variable, perhaps
representing linear and nonlinear components) is used to infer differences in relation to a score
continuum and interactions. Thus, age is treated as a categorical variable with a relatively small
number of discrete categories in the multiple-group approach but as a continuous variable in the
MIMIC approach. So long as the two approaches converge to similar interpretations, there is
support for the construct validity of interpretations based on either approach. Within the context
of ESEM, this hybrid approach has been extended to incorporate both the MIMIC and the
multiple-group approaches into a single model (see subsequent discussion in Marsh et al. 2013b).

OVERVIEW OF PUBLISHED EXPLORATORY STRUCTURAL
EQUATION MODELING APPLICATIONS WITH RELEVANCE TO
CLINICAL AND SOCIAL SCIENCE RESEARCH

Content Analysis of Published ESEM Applications

In this section we provide an overview of ESEM applications in clinical and psychological research
(Table 2). We begin with a summary of a Google Scholar search on all ESEM references, starting
with the first two publications, which appeared together in a dedicated issue of Structural Equa-
tion Modeling: the statistical background to ESEM with some simulated examples (Asparouhov &
Muthén 2009), and the first published empirical application of ESEM (Marsh et al. 2009). We
identified 103 full papers in the public domain, although only 91 were published journal arti-
cles. Because ESEM is a relatively new statistical strategy, the total number of citations of these
103 papers was 680, and this was dominated by citations to the first two publications (Asparouhov
& Muthén 2009, 185 citations; Marsh et al. 2009, 101 citations). Not surprisingly, the number of
publications has grown steadily over time, from 8 in 2009 to 12 in 2010, followed by 38 in 2012
and 23 in the first part of 2013.

Sixteen of 103 studies did not actually use ESEM (typically it was noted as a direction for
future research to address limitations of the study), and another 18 studies only did traditional
EFAs. We note that technically, EFA is a special case of ESEM, so that it is appropriate to label
EFAs as ESEMs, but for the present purposes we distinguish between them. Another 13 studies
extended the traditional ESEM approach by positing complex measurement error structures (e.g.,
correlated uniquenesses to test a priori method effects) that could not easily be incorporated
into traditional EFAs. Nevertheless, this was usually done in combination with additional, more
advanced ESEM applications (e.g., tests of a priori correlated uniqueness in longitudinal models).
However, at least three studies used preliminary ESEMs for purposes of testing an initial factor
structure, then reverted to the use of manifest scores for subsequent analyses (a strategy that is
usually inappropriate).

Across the 103 articles (Table 2), particularly popular applications included tests of invariance
across groups (34 studies) or occasions (15 studies). All 34 multigroup invariance studies began
with tests of factorial invariance, but many went beyond this to include invariance of intercepts
(strong measurement invariance, 31 studies) and further invariance constraints (strict measurement

www.annualreviews.org • Exploratory Structural Equation Modeling 95

A
nn

u.
 R

ev
. C

lin
. P

sy
ch

ol
. 2

01
4.

10
:8

5-
11

0.
 D

ow
nl

oa
de

d 
fr

om
 w

w
w

.a
nn

ua
lr

ev
ie

w
s.

or
g

by
 V

an
de

rb
ilt

 U
ni

ve
rs

ity
 o

n 
09

/2
3/

14
. F

or
 p

er
so

na
l u

se
 o

nl
y.



CP10CH04-Marsh ARI 11 February 2014 8:19

Table 2 Content analysis of ESEM articles, based on 103 publications

Publication Frequency
Published journal article 91
Did not apply ESEM 16
EFA only 18
Switch to scale scores 3
Complex error 13
MIMIC 28
MG factor analysis invariance 34
MG:FL 34
MG:FL+int 31
MG:FL+uniq 22
MG:FL+var/covar 16
MG:FL+int+uniq 22
MG:FL+int+latent means 17
MG: full measurement invariance 12
LFA invariance 15
LFA:FL 15
LFA:FL+int 13
LFA:FL+uniq 12
LFA:FL+int+uniq 12
LFA:FL+int+uniq+latent means 9
LFA:FL+var/covar 7
LFA: full taxonomy 6
Other special features 8

Abbreviations: EFA, exploratory factor analysis; ESEM, exploratory structural equation model; FL, factor loading; Int,
intercept; LFA, longitudinal factor analysis; MG, multigroup; MIMIC, multiple-indicator multiple-cause; uniq,
uniqueness; var, variance.

invariance, 22 studies) in order to pursue tests based on latent means. Indeed, several studies
(12) tested all 13 models in the Marsh et al. (2009) taxonomy of measurement invariance. Fifteen
studies conducted similar invariance constraints across multiple occasions. We discuss below a
few studies that integrated multiple groups and occasions into a single ESEM model.

Another popular ESEM strategy involved variations on the application of the basic MIMIC
model. In some cases, the MIMIC model was used as an alternative to multigroup invariance tests
to evaluate differential item functioning (see previous discussion). More generally, however, the
MIMIC model was used to incorporate additional background variables or other constructs (latent
or manifest) that were correlated with or regressed on the latent ESEM factors. Other distinctive
or unusual applications of ESEM that demonstrate its flexibility are discussed further in the next
section.

Illustrative Applications Demonstrating Initial or Novel Applications of ESEM

The number and sophistication of ESEM studies have grown dramatically in just a short period
of time. Here we present a history of selected research, demonstrating new and evolving ESEM
strategies that have broad relevance to applied clinical and psychological research. We begin with
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a summary of some of the earliest ESEM studies that first introduced key strategies, and we then
discuss new or unique features of subsequent research that builds on these earlier studies.

The first substantive ESEM study: student evaluations of teaching. In the first empirical
application of ESEM, Marsh et al. (2009) evaluated substantively important questions based on
students’ evaluations of university teaching using the multidimensional 36-item Students’ Evalu-
ations of Educational Quality (SEEQ) instrument. Although the a priori nine-factor solution was
well supported by numerous EFAs (e.g., Marsh & Hocevar 1991), these findings were contested
because CFA models failed to replicate these results (e.g., Toland & De Ayala 2005). Consistent
with previous EFA research, Marsh et al. (2009) demonstrated that a well-defined ESEM structure
fitted the data well, whereas the ICM-CFA models did not. Of critical importance, SEEQ fac-
tor correlations were substantially inflated in the CFAs [median (Md) r = 0.72] compared to the
ESEMs (Md r = 0.34) in a way that undermined the discriminant validity and usefulness of SEEQ
factors as diagnostic feedback. These two critical features of ESEM, compared to CFA/SEM, are
common themes in many subsequent ESEM studies: the substantially improved fit and the sub-
stantially smaller correlations.

Based on their newly developed 13-model taxonomy of ESEM measurement invariance
(Table 1), Marsh et al. (2009) used ESEM to test whether the SEEQ factor structure was fully in-
variant over the 13-year period that they considered; this was an important contribution to ESEM
research and features in many subsequent ESEM studies (see Table 2). When year of adminis-
tration was treated as a continuous variable, MIMIC ESEM models were also used to evaluate
differential item functioning, and MIMIC ESEM growth models showed almost no linear or
quadratic effects over this 13-year period.

MIMIC models also showed that relations with background variables (workload/difficulty, class
size, prior subject interest, expected grades) were small in size and varied systematically for different
SEEQ factors (e.g., class size was negatively related to the individual rapport factor but positively
related to the organization factor), supporting the multidimensional perspective and a construct
validity interpretation of the relations. Substantively important questions based on ESEM could
not be appropriately addressed with either traditional approach (EFA or CFA). Together with
the companion Asparouhov & Muthén (2009) article, the results of Marsh and colleagues set the
stage for subsequent ESEM research.

Big five personality. Tests of the Big Five personality factor structures have been an active area
of ESEM research; one that is particularly relevant to clinical and psychological sciences more
generally. In a series of substantive-methodological synergies, Marsh and colleagues applied new
and evolving ESEM methodology to Big Five personality responses. Marsh et al. (2010) used
ESEM to resolve critical issues in Big Five factor structure for responses to the 60-item NEO-FFI
instrument. Although supported by an impressive body of EFA research (see McCrae & Costa
1997), CFAs have failed to replicate these findings and have resulted in substantially inflated
correlations relative to EFA results and Big Five theory.

The CFA results have led some methodologists (e.g., Vassend & Skrondal 1997) to question the
factor structure of the NEO instruments—the most widely used Big Five personality instruments—
whereas some Big Five substantive researchers have questioned the appropriateness of CFA for
Big Five research (e.g., McCrae et al. 1996). Thus, McCrae et al. (1996, p. 568) concluded, “In
actual analyses of personality data [. . .] structures that are known to be reliable showed poor
fits when evaluated by CFA techniques. We believe this points to serious problems with CFA
itself.” However, rejecting the appropriateness of CFA for Big Five research would apparently
mean forgoing the many advances in statistical methodology associated with CFA in personality
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research, which would be an unfortunate state of affairs for a research area where factor analysis
is so critical. Marsh et al. (2010) proposed ESEM to resolve these long-standing dilemmas in Big
Five research, demonstrating that ESEM fitted the data better and resulted in substantially more
differentiated (less correlated) factors than did CFA (Md r’s = 0.20 versus 0.06). They then applied
the newly developed 13-model ESEM taxonomy of measurement invariance in relation to gender
to establish the invariance of factor loadings, factor variances-covariances, item uniquenesses,
correlated uniquenesses, and item intercepts, demonstrating with latent means that women score
higher on all NEO Big Five factors.

Demonstrating the flexibility of ESEM, Marsh et al. (2010) proposed a complex structure of
measurement errors to account for the fact that items from the 60-item NEO-FFI represented
one of six subfacets representing each Big Five factor, based on the much longer 240-item NEO-
Personality Inventory (PI) instrument from which it was derived. However, items on the FFI
were not chosen in relation to facets, so some facets were overrepresented and others were not
represented at all. Hence, Marsh, et al. (2010) treated the facets as method factors represented
by correlated uniquenesses among items from the same facet. Although the introduction of this a
priori error structure substantially improved the fit of both CFAs and ESEMs, the fit of the CFAs
was still not adequate and was much poorer than that of ESEMs. In agreement with McCrae et al.
(1996), Marsh et al. (2010) argued for the inappropriateness of the ICM-CFA factor structure for
personality research but demonstrated that important strengths of the CFA approach could still
be harnessed by applied researchers through the application of ESEM.

Furnham et al. (2013) used ESEM to evaluate the factor structure for the Big Five responses
(the 240-item NEO-PI-R) based on a large (N = 13,234) sample in a high-stakes job-related con-
text. The NEO-PI-R is structured such that each of the 5 personality constructs is represented by
6 facets, and each facet is represented by 8 items (i.e., 5 factors × 6 facets × 8 items = 240 items).
Furnham et al. used 30 facet scale scores as the starting point of their analysis rather than the
240 items. Consistent with the Marsh et al. (2009) study of the 60-item NEO-FFI, they reported
that ESEM fit the data substantially better than did CFA. Multigroup ESEMs showed support
for strict (factor loading, intercept, uniqueness) invariance over gender. We note, however, that
facet scores represent a special case of parcel scores, discussed previously (Marsh et al. 2013a).

Marsh et al. (2013b) used ESEM to test theoretical predictions about how Big Five factors
vary across the lifespan with gender, age, and their interaction, based on the 15-item Big Five
Inventory in the British Household Panel Survey (N = 14,021; ages 15–99 years). ESEM fitted
the data substantially better and resulted in much more differentiated (less correlated) factors
than did CFA. Methodologically, they extended ESEM (first introducing ESEM-within-CFA
models and a hybrid of multigroup and MIMIC models—see previous discussion), evaluating
full measurement invariance and latent mean differences over age, gender, and their interaction.
Substantial nonlinear age effects based on longitudinal ESEM models led to the rejection of the
plaster hypothesis (that personality becomes set like plaster by age 30; Costa & McCrae 1994) and
the maturity principle (that people with increasing maturity become more dominant, agreeable,
conscientious, and emotionally stable; Caspi et al. 2005). However, the ESEM longitudinal results
did support the newly proposed “la dolce vita effect”: that in later years, individuals become
happier (more agreeable and less neurotic), more self-content and self-centered (less extroverted
and open), more laid back and satisfied with what they have (less conscientious, open, outgoing,
and extroverted), and less preoccupied with productivity.

In this same study, Marsh et al. (2013b) extended MIMIC ESEM strategies to tests of multi-
group invariance, including tests specifically designed to investigate the loss of information due to
categorizing continuous variables in multigroup approaches to invariance. First they conducted
separate tests of measurement invariance over gender and over three age categories (young, middle,
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old). Then they formed six groups, representing all combinations of two gender groups (male,
female) and three age groups (young, middle, old), and tested measurement invariance across these
six groups. To evaluate this multigroup invariance model, they introduced EwC (see previous
discussion), which allowed them to partition latent mean differences into tests of age (linear and
nonlinear), gender, and interaction effects. Finally, they extended the MIMIC/multiple-group
hybrid approach by adding MIMIC age effects (linear and quadratic) to the gender-age multiple
group models. In this way, they estimated the combined effects of age—based on continuous age
(MIMIC) and multiple age categorical groups—and their interaction with gender.

Bullying/victimization. Marsh et al. (2011b) used ESEM to evaluate the responses to the 36-
item, 6-factor Adolescent Peer Relations Instrument (verbal, social, and physical facets of bully
and victim factors), noting that previous research had failed to identify well-differentiated facets.
Although ESEM fitted the data only marginally better than did CFA, correlations among the
three bully factors and among the three victim factors ranged from 0.72 to 0.84 for CFA but
only 0.32 to 0.53 for the ESEM. The very high CFA factor correlations detracted substantially
from the usefulness of responses for individual diagnosis and research purposes. Indeed, this study
shows that even when goodness of fit for CFA models is apparently reasonable, there can still
be substantial differences in the size of correlations among the multiple factors (for a similar
observation, see Marsh et al. 2011a).

Marsh et al. (2011b) demonstrated strong measurement invariance of factor loadings and inter-
cepts over gender, year in school, and time, but identified a different pattern of correlations among
the factors for boys and girls—particularly in relation to the physical component of bullying and
victim factors. MIMIC ESEM models demonstrated support for convergent and discriminant va-
lidity in relation to a wide variety of other fully latent constructs relevant to bullying research (e.g.,
depression, 11 components of self-concept, locus of control, coping styles, anger management, at-
titudes toward bullies and victims; a total of 32 constructs based on 168 items plus single-indicator
constructs of linear and quadratic components of age, gender, and age-by-gender interactions).

ESEM MIMIC models of age and gender differences across the six latent bully/victim factors
demonstrated the flexibility of the ESEM approach. Boys had much higher scores for the physical
(bully and victim) subdomains and somewhat higher scores for the verbal subdomains, but they did
not differ from girls for the social subdomain. Linear and quadratic year-in-school effects showed
that all six latent factors tended to be lowest in year 7, increased in year 8, remained reasonably
stable in years 9 and 10, and then declined in year 11. However, the increases with year in school
were stronger for the bully factors than for the victim factors, and were stronger for the verbal
factors than for the social or physical factors.

This study was apparently the first to apply autoregressive path models of causal ordering with
ESEM latent factors. Not only were bully and victim factors positively correlated, but there was
also evidence of reciprocal effects, such that each was a cause and an effect of the other (i.e., over
time, victims become bullies and bullies become victims). ESEM MIMIC models showed that
bullies and victims had similar patterns of results with most of the covariates, suggesting that they
were more alike to each other than to students who were neither bullies nor victims.

Passion. Marsh et al. (2013c) used ESEM to test theoretical predictions from the dualistic model
of passion and the two-factor (harmonious and obsessive passions) passion scale. ESEM fitted
the data substantially better than did CFA and resulted in better differentiated (less correlated)
factors. Originally developed in French, the passion instrument was subsequently translated into
English. Although with CFA there is a well-developed approach to testing measurement invariance
over translations, this was the first study to extend this approach to ESEM, and it demonstrated
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support for invariance across all models in the 13-model taxonomy (see Table 1). Another inter-
esting feature of this study is that participants were asked to identify and then to complete the
passion scale items in relation to their activity areas. This idiographic approach to the passion scale
assumes implicitly that the same set of items is equally appropriate across different areas of passion.
Tests of invariance over five passion activity groups (leisure, sport, social, work, and education)
indicated that the same set of items was appropriate for assessing passion across a wide variety of
activities—a previously untested, implicit assumption that greatly enhances practical utility. On
the basis of ESEM MIMIC models, Marsh et al. (2013c) found support for the convergent and
discriminant validity of the harmonious and obsessive passion scales on a set of validity correlates:
life satisfaction, rumination, conflict, time investment, activity liking and valuation, and perceiving
the activity as a passion.

Exploratory ESEM. We have emphasized the use of ESEM as a confirmatory tool when there
exists a well-defined a priori factor structure. However, ESEM is also valuable as an exploratory
tool (see discussion by Morin et al. 2013), as demonstrated by Mora et al.’s (2011) study of clinical
adherence to medical treatments in a sample of asthmatic patients and Myers et al.’s (2011) study
of self-efficacy in coaches of youth sport teams. In each study, the authors noted that the factor
structure was not well established, used a combination of fit and interpretability based on alternative
models, positing varying numbers of factors to select a best model, and then tested invariance over
time based on four waves of data (Mora et al. 2011) or over the coach’s gender (Myers et al. 2011).
Maı̈ano et al. (2013) also used an exploratory approach to ESEM on responses to the Eating
Attitudes Test to clarify the factor structure and eliminate weak items. In each of these studies,
the authors argued that an exploratory approach to ESEM, guided by substantive knowledge of
the instrument, provided important new insights into the underlying factor structure.

ESEM higher-order and bifactor models. The traditional CFA approach to higher- order
factor analysis is not readily available with the current operationalization of ESEM (Asparouhov
& Muthén 2009), in that only broad restrictions can be placed on the latent correlation matrix
(e.g., completely uncorrelated factors, or fully invariant factor correlations over multiple groups
or occasions). Marsh et al. (2009) proposed several strategies to overcome these limitations. One
alternative was a two-stage approach in which the latent correlation matrix of first-order factors
was the basis of second-order factor analysis. Their suggestion was operationalized by Meleddu
et al. (2012; also see Pettersson et al. 2012) to define a higher-order happiness factor based on the
multidimensional Oxford Happiness Questionnaire for the measurement of psychological well-
being. They concluded that “results support the idea that well-being is multidimensional and that
the different dimensions form a single superfactor” (Meleddu et al. 2012, p. 183).

In an alternative approach, Marsh et al. (2009) used a set of global rating items to define a
global factor in addition to nine specific factors of teaching effectiveness, but the fit of this model
was poorer than that of the ESEM model, in which the global rating item loaded separately on
each specific factor. Although this is not discussed by Marsh and colleagues, at least the rationale
of this approach is similar to the bifactor model “rediscovered” by Reise (2012), which is a viable
alternative to traditional higher-order CFA models. Although Reise focused mainly on bifactor
CFA models, he also noted that exploratory bifactor modeling is greatly underused in applied re-
search, and he provides preliminary support for an exploratory bifactor model with target rotation
that allows items to load on multiple group factors.

Although we know of no studies that focus specifically on ESEM bifactor models, Pettersson
et al. (2012) suggested that this approach might be more useful than the two-stage ESEM approach
proposed by Marsh et al. (2009). More specifically, Pettersson and colleagues posed a particularly
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MTMM: multitrait
multimethod

novel ESEM approach to evaluating the nature of item wording effects (positively and negatively
worded items) and higher-order personality factors based on Big Five responses. They began with
the two-step approach, based on the latent correlation matrix among factors in the first step being
used to define higher-order factors in the second step. However, the higher-order structure,
which primarily reflected the valence of items, was not particularly satisfactory. Although they
did not actually use the label, they instead used the ESEM bifactor model with target rotation
proposed by Reise (2012; also see Marsh et al. 2013a) to model one general evaluative factor and
five content-specific ESEM Big Five factors. Consistent with other research identifying problems
with negatively worded items, Pettersson et al. (2012) found that many of the negatively evaluated
items contained almost no descriptive variance. After they controlled for the general evaluative
factor, the Big Five content-specific factors contained both positively and negatively valued items
loading high and low on the same factors. For example, extraversion had positive loadings on
positive traits (spontaneous, sociable, and expressive) but also on negative-valued traits (wild,
gushy, and overbearing); it had negative loadings on negative-valued traits (timid, withdrawn,
and restricted) but also on positive-valued items (cautious, private, and discreet). Pettersson et al.
(2012) discussed alternative interpretations of the global evaluative factor (e.g., a response bias or
method factor, a general self-esteem factor, or even an evolutionary selection factor) and other
applications of ESEM. Hence, this appears to be the first published application of an ESEM
bifactor model—even though Pettersson and colleagues did not identify their approach as such.
Also, as suggested by Morin et al. (2013), the EwC approach would allow researchers to test a
higher-order factor structure based on a first-order ESEM measurement model; however, we
found no published applications of this approach.

Multitrait–multimethod analysis: convergent and discriminant validity. Campbell & Fiske’s
(1959) multitrait-multimethod (MTMM) paradigm is perhaps the most widely used construct
validation design to assess convergent and discriminant validity, and it is a standard approach
for evaluating psychological instruments. In the MTMM approach, construct validity is assessed
by measuring multiple traits with multiple methods. In psychological measurement studies, the
multiple traits typically refer to the a priori multiple factors that an instrument is designed to
measure (e.g., the Big Five factors in personality research). They used the term “multiple methods”
very broadly to refer to multiple tests or instruments, multiple methods of assessment, multiple
raters, or multiple occasions.

Although the original Campbell-Fiske guidelines are still widely used to evaluate MTMM
data, important problems with the guidelines when they are based on manifest scores are well
known (see reviews by Marsh 1988, 1995; Marsh & Grayson 1995). Ironically, even in highly
sophisticated CFA approaches to MTMM data, a single (manifest) scale score is typically used to
represent each trait-method combination, but it is stronger to incorporate the multiple indicators
explicitly into the MTMM design (e.g., Marsh 1993, Marsh & Grayson 1995, Marsh & Hocevar
1988). When multiple indicators are used to represent each scale, CFAs at the item level result in an
MTMM matrix of latent correlations, thereby eliminating many of the objections to the Campbell-
Fiske guidelines. However, compared to ESEM solutions, the overly restrictive ICM-CFA model
typically provides a poorer fit and results in inflated correlations among different factors that
are particularly critical in MTMM studies, resulting in substantially poorer discriminant validity.
Hence, ESEM is well suited to the construction of latent MTMM correlation matrices that can
then be evaluated in relation to the Campbell-Fiske guidelines.

Campbell & O’Connell (1967) specifically operationalized the multiple methods in their
MTMM paradigm as multiple occasions. Several MTMM ESEM studies (e.g., Marsh et al.
2011a,b, 2013c) using this MTMM design provide particularly strong approaches to evaluating
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RCT: randomized
controlled trial

discriminant validity. In each of these studies, ESEM fitted the data better than did ICM-CFAs.
Importantly, the inflated correlations among CFA factors substantially undermine support for
discriminant validity relative to the results based on the ESEM factors.

In a particularly relevant application of the ESEM MTMM approach, Burns et al. (2013) eval-
uated ratings by mothers, fathers, and teachers for 26 symptoms of attention deficit-hyperactivity
disorder (ADHD) and oppositional defiant disorder (ODD) behaviors for large samples of Thai
adolescents and Spanish children. Because of the categorical nature of the data, they used robust
weighted least squares estimation in combination with the complex design option to control for
the hierarchical nature of the data (students nested within teachers so that each teacher made
ratings of many children). Preliminary ESEMs for each country demonstrated support for an a
priori three-factor model for each method (source: mothers, fathers, and teachers) considered
separately. Correlated uniquenesses were included a priori for responses to the same item by
different sources, although this was only done for responses by mothers and fathers. For both
countries there was good support for the invariance of factor loadings and thresholds across the
three sources, but latent means for symptoms were systematically higher for mothers and fathers
than for teachers. For the Spanish sample of children, there was good support for convergent and
discriminant validity, although agreement was much stronger between the two parents, and the
moderately high correlations among factors for teacher ratings (0.52–0.62) detracted from dis-
criminant validity. For the Thai adolescent sample, there was reasonable support for convergent
and discriminant validity for ratings by the two parents. However, for teacher ratings, there was
only weak support for convergent validity and little or no support for discriminant validity. The
authors suggested that differences between the two samples might reflect age differences, cultural
differences, or differences in the translation of the symptoms.

Burns et al. (2013) suggested that a potential weakness in the ESEM MTMM approach was
the inability to apply more advanced CFA models that provide indexes of latent trait and latent
method effects, but we are not entirely in agreement with this suggestion. First, a more detailed
application of the original Campbell-Fiske criteria would have been more diagnostically useful
than traditional CFA MTMM models, particularly given that these models typically begin with
manifest scale scores that would clearly be suboptimal, as demonstrated by Burns et al. (2013).
Second, it is possible to apply more advanced models using a two-stage approach (based on the
latent MTMM matrix estimated in the first stage) or the EwC approach, described previously
(see related discussion of higher-order factors). An important direction for future research is to
explore how effective these and other evolving ESEM strategies are in providing more complex
models of MTMM data, and indeed if there are any real advantages to these more complex models
relative to a detailed application of the original Campbell-Fiske criteria to latent ESEM MTMM
correlation matrices.

ESEMs of randomized controlled trials. In applied research there remains a tendency for
“correlational” studies to embrace latent variable models, although experimental interventions
and randomized controlled trials (RCTs) continue to rely on manifest analyses. However, most
limitations in the use of manifest variables in correlational studies also apply to RCT-type studies.
Indeed, in RCT research there is sometimes a serious neglect of rigorous psychometric evaluation
of outcomes measures—factor structure, construct validity, and invariance over time and groups.
Here we briefly summarize two RCT ESEM studies.

Kushner et al. (2013) used ESEMs to evaluate the RCT results of a cognitive-behavioral
therapy (CBT) intervention on internalizing psychopathology for alcohol-dependent patients
relative to a control group trained in muscle relaxation. On the basis of results from six measures
of internalizing symptoms, ESEM identified a two-factor solution at baseline and at four-month
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follow-up consisting of distress (depression, trait anxiety, worry) and fear (panic, social anxiety,
agoraphobia). A potential concern is the use of manifest test or scale scores as indicators without
testing the structure of responses at the item level. Nevertheless, a series of ESEM invariance tests
showed strong measurement invariance across all combinations of the two times (longitudinal
invariance) and over experimental and comparison groups (multigroup invariance). Latent means
from this fully invariant ESEM model showed that both groups improved over time but that the
CBT group improved significantly more in terms of distress (but not fear) reduction. The authors
emphasized that their ESEM approach provides a practical solution to modeling comorbidity in
a clinical trial and is consistent with converging evidence pointing to the dimensional structure of
internalizing psychopathology.

Lang et al. (2011) applied ESEM to the 15-item Big Five Inventory from the German So-
cioeconomic Panel Study (N = 19,351; ages 18–90). However, unlike the Marsh et al. (2013b)
study of age differences in personality structure, the focus of Lang and colleagues was on three
randomly assigned data collection methods (assisted face-to-face interviewing, computer-assisted
telephone interviewing, and a self-administered questionnaire). For young and middle-aged adults,
ESEM models of the five-factor structure supported strict invariance (factor loadings, intercept,
and uniquenesses) across the three administration methods, although openness latent means were
higher for telephone interviews. For older adults, the factor structure was less robust for the
telephone interview approach, possibly due to the higher cognitive demands of this approach.
Over the five-year interval between the two data collections, self-administered surveys showed
stronger test-retest correlations. The authors showed (follow the Supplemental Material link
in the online version of this article or at http://www.annualreviews.org/) that factor variances
were invariant across method groups for all three age groups and provided further information
on measurement invariance on age-by-method group comparisons. Methodologically, this repre-
sents a particularly sophisticated ESEM RCT study—incorporating full measurement invariance
and latent means over randomly assigned intervention groups (the three administration methods),
age groups, and time (the five-year test-retest interval) for a very large nationally representative
sample of adults—that can readily be extended to RCT clinical studies.

DIRECTIONS FOR FUTURE DEVELOPMENT

Using ESEM Factors in Subsequent Analyses: Manifest Scores and Factor
Scores Versus Latent Correlation Matrices and/or Plausible Values

Applied researchers sometimes use preliminary factor analyses (EFA, ESEM, or CFA/SEM) to
test their a priori factor structure as a means of testing the construct validity of interpretations
of the latent factors, but they then construct manifest scores (e.g., scale scores or factor scores)
in subsequent analyses. Although the use of factor scores is preferable to the use of scale scores,
because factor scores are more closely related to the underlying factor structure, neither approach
is generally appropriate. In particular, both scale and factor scores are manifest scores that do
not provide appropriate correction for measurement error, which is likely to substantially distort
subsequent analyses based upon them. In a related discussion of problems associated with parcels,
Marsh et al. (2013b) suggested that the use of plausible values might be a viable alternative.
This approach is routinely used in large-scale educational databases such as the Program for
International Student Assessment (Organ. Econ. Coop. Dev. 2007) and the Trends in International
Mathematics and Science Study (Olson et al. 2008). To the extent that the set of plausible values
represents uncertainty associated with measurement error and that this uncertainty is incorporated
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into the factor model, the plausible values are likely to be a more attractive alternative to the use
of manifest scale or factor scores.

Juxtaposing EFA, CFA, ESEM, and Bayesian Structural Equation Models?

In discussions of the typically inappropriate use of parceling strategies, we have noted the dilemma
of researchers who collect large number of items with modest sample sizes of participants. We
have argued that the use of item parcels is usually inappropriate and have suggested ESEM as
a more viable alternative. However, new and evolving Bayesian statistical procedures are also
especially useful for the evaluation of complex factor structures with small Ns, where maximum
likelihood might not be appropriate. Thus, for example, the Bayesian SEM (BSEM) procedure in
Mplus fits a factor model in which cross-loadings and correlated uniquenesses can take on nonzero
values with informative priors based on the researcher’s judgment. As emphasized by Muthén &
Asparouhov (2012), this BSEM rationale is similar in many ways to the target rotation with ESEM
demonstrated here, but it apparently overcomes potential limitations of ESEM, particularly when
the model is large relative to the sample size. Hence the primary justification for the use of parcels
is likely to be superseded with further development of BSEM. We view the two approaches as
complementary: Increasing knowledge based on ESEM provides a basis for specifying priors in
BSEM, but additional research that juxtaposes these approaches is needed (for further discussion,
see Muthén & Asparouhov 2012). Nevertheless, particularly when N is small, BSEM estimates are
heavily dependent on the analyst’s beliefs, such that informative priors do not allow the estimates
to differ substantially from expected values, so BSEM is not a panacea under these circumstances.

Recommendations for Applied Clinical Researchers

We end our review of ESEM theory and research with a series of recommendations relating to
how clinical researchers might go about specifying and testing such models. We emphasize that
like rules of thumb, the appropriateness of these recommendations is context dependent. Most
clearly, in preliminary analyses at the level of individual items, researchers should compare ESEM
and ICM-CFA measurement models based on all the constructs to be considered. In these pre-
liminary measurement models, researchers should simply allow constructs to be correlated, even
if subsequent SEMs are tested, because these SEMs are either equivalent to or nested under the
measurement models. If the fit and parameter estimates (e.g., latent factor correlations) for the
ICM-CFA do not differ substantially from the corresponding ESEM, on the basis of parsimony
researchers should retain the CFA model as the starting point for subsequent analyses. However,
a growing body of research suggests that this will rarely be the case. If the ESEM fit (and in-
terpretability) are acceptable and better than the CFA fit, researchers should retain the ESEM
measurement model as the basis of subsequent analyses. If neither ICM-CFA nor ESEM models
fit the data, or the ESEM model fits much better but does not result in an interpretable solution,
researchers should explore alternative (ex post facto) solutions at the item level with appropriate
caution, using the exploratory approach to ESEM.

A potentially serious limitation of ESEM is its lack of parsimony relative to CFA. Nevertheless,
expedient compromises between parsimony and accuracy in applied research (e.g., the use of parcel,
factor, or scale scores, or very short scales) when sample sizes are modest in relation to the number
of items are likely to be biased under typical conditions and should be avoided unless the very
restrictive assumptions upon which they are based are met. If even the full measurement model
is too complex to fit at the item level, researchers might evaluate the factor structure of logically
defined subsets of factors in relation to different subsets of factors (e.g., the multiple factors based
on the instrument in relation to multiple factors based on each of the other instruments in a pairwise
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strategy). Also, evolving Bayesian estimation procedures might make large models more tractable.
Nevertheless, the onus is still on researchers to justify the appropriateness of their a priori (or ex
post facto) measurement model at the item level before proceeding to more complex models.

SUMMARY POINTS

1. CFA/SEMs have largely superseded EFAs, but CFA/SEMs are usually too restrictive
to provide acceptable goodness of fit for most psychological instruments. ESEM, an
overarching integration of the best aspects of CFA/SEMs and traditional EFAs, provides
a viable option.

2. Due to misfit associated with overly restrictive measurement models with no cross-
loadings, CFAs typically produce inflated factor correlations compared to ESEMs and
to known population values for simulated data. This detracts from discriminant validity,
undermines diagnostic usefulness, and results in complicated biases in more complex
models.

3. For simulated data with cross-loadings, ESEM estimates of factor correlations are more
accurate than CFA estimates and are generally accurate—but less parsimonious—even
when there are no cross-loadings in the population-generating model.

4. ESEM incorporates traditional EFA and CFA/SEMs as special cases, so that nearly all
models able to be fitted with CFA/SEM can be fitted with ESEM, without the limitations
of the overly restrictive CFA/SEM measurement structure.

5. ESEMs are sufficiently flexible to include in a single model, various combinations of CFA
factors, multiple sets of ESEM factors, manifest (MIMIC) variables, multigroup and lon-
gitudinal data, bifactor models, complex error structures, and a priori equality constraints
to test, for example, full measurement invariance and differential item functioning.

6. The 13-model taxonomy of ESEM invariance tests incorporates traditional CFA/SEM
(covariance structure) and item- response-theory (mean structure) approaches for factor/
measurement invariance, which illustrates ESEM’s remarkable flexibility.

7. ESEM is primarily a confirmatory tool, but like traditional EFAs (and even CFA/SEMs)
it can be used with appropriate caution as an exploratory tool in a way that has many
potential advantages over EFA, CFA/SEM, and even the presently evolving Bayesian
approaches.

8. Applied researchers are recommended routinely to conduct preliminary analyses at the
level of individual items, comparing ESEM and CFA measurement models based on
all constructs to be considered in order to compare the suitability of CFA/SEMs and
ESEMS for subsequent analyses.

FUTURE ISSUES

1. ESEM-within-CFA (EwC) approaches have been proposed because some specific mod-
els that can be fitted in CFA/SEM are not currently available in ESEM (e.g., partial
factor loading invariance, higher-order factors, some specific invariance constraints), but
limitations in the EwC have not been fully explored.
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2. Multilevel and mixture models cannot easily be fitted with the current Mplus version of
ESEM. Although these limitations may be addressed in the future, alternative approaches
at present include treating the within- and between-covariance matrices as separate sets
of factors, or the EwC approach.

3. Like EFA, ESEM suffers from rotational indeterminacy in that different rotation strate-
gies result in different solutions that all fit the data equally well. Target rotation seems
to provide a stronger basis for testing a priori structures, but more research is needed to
establish best practice.

4. ESEM multitrait multimethod (MTMM) analyses, compared to conventional CFA
MTMM approaches, should substantially improve support for discriminant validity for
many psychological instruments and should be incorporated into more general models;
however, more research is needed to explore this potential.

5. ESEM’s lack of parsimony is a potential limitation, particularly for large numbers of in-
dicators and/or small sample sizes. Some compromise solutions (e.g., item parceling, very
short scales, scale/factor scores) are questionable in most situations, but other possibilities
(plausible values, Bayesian analyses) need further research.

6. Further research is needed, juxtaposing EFA, CFA/SEM, ESEM, and Bayesian SEM
(BSEM). With target rotation, evolving BSEM approaches have a similar rationale to
ESEM and thus they are complementary; however, more mathematical and empirical
research is needed.
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Jöreskog KG, Sörbom D. 1979. Advances in Factor Analysis and Structural Equation Models. New York: Univ.
Press Am.
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