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Formal Statistical Basis of ESEM

In the ESEM model (Asparouhov & Muthén, 2009; Marsh et al., 2009; for more technical
detail, also see http://www.statmodel.com/esem.shtml), there are p dependent variables Y =
(Y1, ..., Yp), q independent variables X = (X1, ..., Xq), and m latent variablesn=(n,, ..., Nw):

Y= v+ An+ KX + ¢ [1]

n=a+Bn+IX+(. [2]
Standard assumptions of this model are that the € and C residuals are normally distributed with
mean 0 and variance covariance matrix 8 and y respectively. The first equation represents the
measurement model where v is a vector of intercepts, A is a factor loading matrix, 1 is a vector of
continuous latent variables, K is a matrix of Y on X regression coefficients, and ¢ is a vector of
residuals for Y. The second equation represents the latent variable model where a is a vector of
latent intercepts, B is a matrix of | on n regression coefficients, I' is a matrix of nj on X
regression coefficients, and ( is a vector of latent variable residuals.

In ESEM, 1 can include multiple sets of ESEM factors defined either as ESEM or CFA
factors (noting that in the most basic model with no further constraints, ESEM factors are
merely traditional EFA factors). More precisely, the CFA factors are identified as in traditional
CFA/SEMSs, where each factor is associated with a different set of indicators. ESEM factors can
be divided into blocks of factors so that a series of indicators is used to estimate all ESEM
factors within a single block, and a different set of indicators is used to estimate another block
of ESEM factors. However, specific items may be assigned to more than one set of ESEM or
CFA factors. The assignment of items to CFA and/or ESEM factors is usually determined on the
basis of a priori theoretical expectations, practical considerations, or, perhaps, post-hoc, based

on preliminary tests conducted on the data. The integrative framework provided by ESEM is
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demonstrated, in that ESEM is appropriate in any combination of ESEM and CFA factors, and
is easily extended to accommodate SEMs involving ESEM or CFA factors.
Goodness of fit

In applied CFA/SEM research, applied researchers seek universal “golden rules”
allowing them to make objective interpretations of their data, rather than being forced to defend
subjective interpretations (Marsh, Hau, & Wen, 2004). Many fit indexes have been proposed
(e.g. Marsh, Balla, & McDonald, 1988), but there is even less consensus today than in the past as
to what constitutes an acceptable fit; some researchers still treat the indexes and recommended
cut-offs as golden rules. Others argue that fit indexes should be discarded altogether, while a few
argue that we should dispense with multiple indicators altogether and rely solely on chi-square
goodness-of-fit indexes, and many (like us) argue that fit indices should treated as rough
guidelines to be interpreted cautiously in combination with other features of the data. Generally,
given the known sensitivity of the chi square test to sample size, small deviations from
multivariate normality, and minor misspecifications, applied CFA/SEM research generally
focuses on indices that are sample size independent (Hu & Bentler 1999, Marsh Balla & Hau
1996; Marsh Hau & Wen 2004, Marsh Hau et al. 2005), such as the Root Mean Square Error of
Approximation (RMSEA), the Tucker-Lewis Index (TLI), and the Comparative Fit Index (CFI).
The population values of TLI and CFI vary along a 0-to-1 continuum, and values greater than .90
and .95 typically reflect acceptable and excellent fits respectively to the data. Values smaller than
.08 or .06 for the RMSEA support acceptable and good model fits respectively.

In most studies, it is useful to compare the fit of alternative, competing models. In this
case, comparison of the relative fit of models imposing more or fewer invariance constraints is

more important than the absolute level of fit for any one model—so long as the fit of the best-
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fitting model is acceptable. Thus, for example, the ESEM model with cross-loadings is nested
under corresponding CFA/SEM with an ICM-CFA structure. Although the chi-square difference
test can be used for this purpose, this test suffers even more problems than the chi- square test for
single models that led to the development of fit indexes (see Marsh et al. 1998). Cheung and
Rensvold (2001) and Chen (2007) suggest that if the decrease in fit for the more parsimonious
model is less than .01 for incremental fit indices like the CFI, there is reasonable support for the
more parsimonious model. Chen (2007) suggests that when the RMSEA increases by less than
.015 there is support for the more constrained model. For indices that incorporate a penalty for
lack of parsimony, such as the RMSEA and the TLI, it is also possible for a more restrictive
model to result in a better fit than a less restrictive model. However, we emphasize that these
cut-off values only constitute rough guidelines; there is considerable evidence that realistically
large factor structures (e.g., instruments with at least 50 items and at least 5 factors) are typically
unable to satisfy even the minimally acceptable standards of fit (Marsh 2007, Marsh Hau et al.
2005).

More research is needed on the appropriateness of traditional indices and approaches to
evaluating model fit for ESEM studies. Given the lack of consensus about fit indexes, it is not
surprising that there is also ambiguity about their applicationin ESEM and in regard to the new
issues that ESEM raises. For example, because the number of factor loadings alone in ESEM
applications is the product of the number of items times the number of factors, the total number
of parameter estimates in ESEM applications can be massively more than in CFA. This feature
might make problematic any index that does not control for parsimony (due to capitalization on
chance) and call into question the appropriateness of controls for parsimony in indexes that do. In

the meantime, we suggest that applied researchers use an eclectic approach based on the
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subjective integration of a variety of different indexes, detailed evaluations of the actual
parameter estimates in relation to theory, a priori predictions, common sense, and comparison of
viable alternative models specifically designed to evaluate goodness of fit in relation to key
issues.
Complex measurement error structures

The ability to model complex error structures is an important advantage that ESEM shares
with CFA, and that distinguishes it from traditional approaches to EFA. Although typically it is
dubious to introduce correlated uniquenesses ex post facto to improve fit, there are numerous
situations in which models with a priori CUs should be the default model. Thus, for example,
when the same measures are collected on multiple occasions, the a priori model should include
CUs for responses to the same items on different occasions. Similarly, when different factors in a
multidimensional instrument are based on parallel worded items, the a priori should also include
CUs relating items with parallel wording. In models of complex multitrait-multimethod (MTMM)
data structures, a particularly useful model represents method effects as CUs between indicators
representing the method (e.g., those from the same instrument if the multiple instruments are the
multiple methods, those from the same informant if the multiple informants are the multiple
methods). Of course, it is always reasonable to compare these a priori CUs with a more
parsimonious model withno CUs. Applied researchers might also posit a priori error structures to
account for method effects. Importantly, ESEM is similar to CFA/SEM, in terms of this added
flexibility that is not available with traditional approaches to EFA (see subsequent discussion).
MIMIC Models of Relations with Background and Predictor Variables

The MIMIC model (Joreskog & Goldberger 1975, Marsh Ellis et al. 2005, Marsh Tracey

& Craven 2006, Muthén 1989) is a multivariate regression model in which latent variables are
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regressed on predictors. The MIMIC model has important advantages over the multigroup
approach, but also some limitations. Particularly in applied research based on often modest
sample sizes, the MIMIC model is much more parsimonious, and does not require the separate
model to be estimated in each group. Also, it allows researchers to consider multiple independent
variables that would typically become unmanageable in multigroup analyses. The multigroup
approach (like a traditional ANOVA with fully manifest scores) is limited to situations in which
the independent MIMIC variable can be represented by a small number of discrete categories.
Although some variables (e.g., gender, diagnostic categories) are naturally categorical, many
(e.g., age, pre-test scores) are not. In psychological research, it is well known that there are
serious limitations in using a small number of categories to represent a reasonably continuous
variable like age (MacCallum et al. 2002), particularly when the continuous predictor variable
might have non-linear effects. Importantly, the MIMIC model (like the multiple regression
extension of ANOVA with fully manifest scores) is equally appropriate for categorical variables
(e.g., gender, diagnostic categories), continuous manifest predictors (e.g. age, income, single-item
pretest scores), continuous latent factors based on multiple indicators (e.g. background or pretest
constructs based on multiple indicators), or a mixture of these different types of background
predictor variables.

The MIMIC approach is easily extended to include interactive and non-linear effects. In
clinical psychology, for example, it is often hypothesized that the effect of an intervention will
interact with characteristics of individual participants (e.g., a social skills training program
developed for shy individuals might not be effective for extraverted individuals). More generally,
such aptitude-treatment interactions are posited in many areas of psychology, and many

psychological theories explicitly hypothesize interaction effects. Analyses of quadratic effects are
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also important. Thus, for example, low levels of anxiety might facilitate performance, whereas
high levels of anxiety might undermine performance; intervention strength (or dosage level) and
outcome variables might have non-linear relations, such that benefits increase up to an optimal
level, and then level off or even decrease beyond this optimal point. Intervention effects might be
expected to have non-linear relations with time, to be the highest immediately following the
intervention, and to decrease in a nonlinear manner over time following the intervention.

A particular strength of the MIMIC approach is that it is readily extended to more
complex models of linear and non-linear components of individual MIMIC variables, to
mediation involving additive effects of multiple variables, or moderation (interaction) between
multiple variables. Baron and Kenny’s (1986) classic distinction between moderation and
mediation is important in understanding the MIMIC approach. Mediation occurs when some of
the effects of an independent variable (X) on the dependent variable (Y) can be explained in
terms of another mediating variable (MED) that falls between X and Y in terms of causal
ordering. Thus, for example, the effects of family socioeconomic status (SES) at the start of high
school (X) on achievement test scores at the end of high school (Y) are likely to be mediated in
part by coursework during high school (MED). Critical assumptions in most mediation models
are a strict causal ordering of X=»Med=>Y, but this assumption is usually very difficult to test
and is often largely ignored in mediation studies. In contrast, moderation is said to have taken
place when the size or direction of the effect of X on Y varies with the level of a moderating
variable (MOD). Thus, for example, the effects of a remedial course instead of regular
coursework (X) on subsequent achievement (Y) may vary systematically, depending on the
student’s initial level of ability (MOD); the effect of the remedial course may be very positive for

initially less able students, negligible for average-ability students, and even detrimental for high-
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ability students who would probably gain more from regular or advanced mathematics
coursework. Of course, mediation, moderation, and non-linear effects are not mutually exclusive
and it is possible—even desirable—to incorporate all three into the same latent variable models
(e.g., Nagengast & Marsh, 2012).

Marsh Wen et al. (2013) provide an overview of methods for the analysis of products
between latent variables—Ilatent interactions and latent quadratic effects. If both independent and
dependent variables are manifest, it might be appropriate to use ANOVA (if both independent
variables are categorical) or the multiple regression approach to ANOVA (if at least one of the
independent variables is reasonably continuous). When one of the independent variablesis a
categorical variable that can be represented by a relatively small number of groups, the multiple-
group CFA/SEM or ESEM approach is an attractive alternative. However, for fully latent models
where both independent and dependent variables are latent, Marsh Wen et al. (2013) review a
variety of new and evolving approaches to evaluate latent product models that have important
advantages over traditional manifest approaches. In particular, these approaches allow
researchers to incorporate the measurement model into structural tests of the product terms—
providing strong tests of the a priori measurement model, controlling for complex sorts of
measurement error that attenuate effects of product terms, and providing much greater flexibility
in the nature of the models considered. Although all these—and other— advantages of latent
variable models over manifest models are relevant, they are particularly important to the
evaluation of product models that depend so strongly on the underlying measurement of the
interacting constructs and on controlling for measurement error.

However, the major limitation of the MIMIC model is that it assumes that latent outcome

variables are invariant over different levels of the MIMIC variable. Furthermore, these critical
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assumptions are not easily tested within the MIMIC framework. Thus, for example, if gender is
related to the latent factor of depression, it is not easy to test whether the factor loadings relating
the depression items to the latent construct are invariant over gender—an implicit, typically
untested, assumption in the application of the MIMIC approach. We return to this issue in the
next section, where we discuss the issues of measurement invariance in more detail, and a hybrid
approach integrating the MIMIC and multigroup approaches. We also note that the MIMIC model
can be applied to either ESEM or CFA factors, and that the decision as to which is most
appropriate should be based upon a comparison of the two different models. If the MIMIC model
with a highly restrictive ICM-CFA factor structure does not adequately fit the data, where the
ESEM MIMIC model does, the ESEM MIMIC model probably should be used instead. However,
the ESEM MIMIC model clearly reflects the flexibility of the ESEM approach in relation to
traditional EFAs.
Models of Causal ordering

Studies of causal ordering testing a priori hypotheses about the direction of causation
have important relevance to clinical research (e.g., does depression lead to anxiety, does anxiety
lead to depression, or are the two constructs reciprocallyrelated?). These questions can be
investigated in the context of autoregressive cross-lagged models (Joreskog 1979, Marsh &
Grayson 1994), where each variable is expressed as an additive function of the preceding values
on both variables (here factors 1 and 2) and a random error. There is a well-established
paradigm, based on SEMs, for evaluating the directionality of the associations when the same
constructs are measured on multiple occasions (e.g., Marsh & Craven 2006). Extending this
approach, separate estimates were obtained for direct effects (the typical path coefficient),

indirect effects mediated through intervening variables, and total effects, the sum of direct and

10
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indirect effects (see related discussion by Little et al. 2007, Marsh & O’Mara 2010). Although
these models have been routinely studied with CFA/SEMs, Marsh, Nagengast et al. (2011) have
illustrated how these questions can be addressed with ESEM. Clearly this ESEM approach to
models of causal ordering demonstrates the flexibility of ESEM compared to traditional EFAs.
The approaches based on ESEM and on CFA/SEMs are similar. However, unless the highly
restrictive IMC-CFA factor structure is able to fit the data, biased estimates based on the
misspecified models are likely to bias structural parameters in ways that are not easily predicted.
Again, it is important to reiterate that the highly restrictive autoregressive cross- lagged models
based on CFA/SEM are merely a special case of and nested under, the more general ESEM.
When the differences between the two are non-significant, small or substantively unimportant,
the CFA/SEM approach is preferred on the basis of parsimony, but a growing body of experience
suggests that the fit of ESEMs is meaningfully better, so that interpretations of structural
parameters are likely to be more valid.
Measurement invariance

Of particular substantive importance for clinical research are mean-level differences
across multiple groups (e.g., male vs. female; age groups; clinical vs. non-clinical populations;
treatment vs. control groups) or over time (i.e., observing the same group of participants at
multiple occasions, perhaps before and after an intervention). Typically, tests of whether the
underlying factor structure is the same for different groups or multiple occasions have been
ignored in clinical research. However, these mean comparisons assume the invariance of at least
factor loadings and item intercepts (problems associated with differential item functioning).
Indeed, unless the underlying factors are measuring the same construct in the same way, and the

measurements themselves are operating in the same way (across groups or over time), mean

11
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differences and other comparisons are potentially invalid. For example, if gender or longitudinal
differences vary substantially for different items used to infer a construct in a manner that is
unrelated to respondents’ true levels on the latent construct, then the observed differences might
be idiosyncratic to the particular items used. From this perspective, it is important to be able to
evaluate the full measurement invariance of responses.

Tests of measurement invariance evaluate the extent to which measurement properties
generalize over multiple groups, situations, or occasions (Meredith 1993, Vandenberg & Lance
2000). Measurement invariance is fundamental to the evaluation of construct validity and
generalizability, and an important prerequisite to any form of valid group-based comparison.
Historically, multigroup tests of invariance were seen as a fundamental advantage of CFA/SEM
over EFA approaches that were largely limited to descriptive comparisons of the factor loadings
estimated separately in each group (but see Dolan et al. for an EFA precursor to the more
general ESEM framework).

In contrast to traditional EFAs, but like CFAs, ESEMs are easily extended to multigroup
tests of invariance. Marsh et al. (2009) operationalized a taxonomy of 13 ESEM models (see
Table 1) designed to test measurement invariance that integrates traditional CFA approaches to
factor invariance (e.g., Joreskog & Sorbom 1993, Marsh 1994, 2007; Marsh & Grayson 1994)
and IRT approaches to measurement invariance (e.g., Meredith 1964, 1993; also see Millsap
2011, Vandenberg & Lance 2000). Although essentially parallel, these two traditions differ in
emphasis. Because the multigroup IRT approach traditionally focused on tests of the
unidimensionality of a single construct, relations among different factors (and related issues of
cross-loading and complex error structures involving multiple factors) were not given much

attention. Because the multigroup CFA approach was traditionally based on covariance matrices

12
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that excluded item means, intercept invariance was not given much attention. Integrating these
two traditions, Marsh et al. (2009) proposed a 13-model taxonomy of partially nested models to
test full measurement invariance and latent means, and applied these models in several ESEM studies.
Key models included:

Configural invariance (Model 1). In Model 1—like the traditional EFA approach—no
parameter estimates are constrained to be invariant across the groups, although the number of
factors is typically constrained to be the same across groups. Model 1 provides a baseline of
comparison for the remaining models in the taxonomy that are nested under it (i.e., parameters in
the subsequent, more restricted model are a subset of parameters of Model 1).

Weak measurement invariance (Model 2). Model 2 tests whether the factor loadings are
the same across groups or occasions. These are particularly important, both for relating factors to
other constructs for different groups with cross-sectional data, and for evaluating patterns of
relations among variables in the same group over time with longitudinal data. Also, all
subsequent models in the taxonomy assume the invariance of factor loadings. When the loadings
are fixed to equality across groups, the variances in all groups except in an arbitrarily selected
reference group, can be freely estimated. The test of weak measurement invariance is based on
the comparison of Model 2 with Model 1. Such tests of invariance might also be on the basis of
selecting items to be retained in early stages of instrument development. Unless the factor
loadings are reasonably invariant over groups, any comparisons must be considered suspect, as
the constructs themselves differ (i.e., the apples and oranges problem).

Strong measurement invariance (Model 5). Model 5 requires that the indicator
intercepts—in addition to the factor loadings—are invariant over groups. Intercept invariance is

an important assumption in the comparison of group means across multiple groups (or over

13
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time), a violation of which is also called differential item functioning (DIF; technically,
monotonic DIF). For example, assume for six items designed to measure a particular trait that
three clearly favor one group and three clearly favor the second group. These results provide no
basis for evaluating mean differences on the factor, in that even the direction of differences
would depend on the particular items used to measure the trait. Furthermore, because these 6
items are only a small sample of items that could be used to evaluate this trait, the results provide
only a weak basis for knowing what would happen if a larger, more diverse sample of items were
sampled. Support for the invariance of item intercepts would mean that differences based on each
of the items considered separately are reasonably consistent in terms of magnitude as well as
direction. These results would provide a stronger basis of support for the generalizability of the
interpretation of the observed mean differences. Although issues of non- invariance of item
intercepts and differential item functioning are well known, historically these issues have been
used more frequently in the evaluation of standardized achievement tests than for measures of
psycho-social variables and have been largely ignored in traditional EFA approaches.

When the intercepts are constrained to equality, the latent means can be freely estimated.
The typical approachis to constrain the means in a selected referent group to be zero, and to use
this as a basis of comparison for the remaining means that are freely estimated. Although the
crucial comparison for strong measurement invariance is between Models 2 and 5, the invariance
of items’ intercepts can also be tested by the comparison of any pair of models differing only in
regard to intercept invariance (Model 2 vs. Model 5; Model 3 vs. Model 7; Model 4 vs. Model 8;
Model 6 vs. Model 9) and convergence or divergence of conclusions can be inspected for further
information.

Strict measurement invariance (Model 7). Model 7 requires invariance of items’

14
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uniquenesses in addition to the invariance of factor loadings and intercepts. The invariance of
uniquenesses is a prerequisite to the comparison of manifest scores based on scale or factor scores
but is also relevant and interesting in its own right as a test of the generalizability of measurement
error across groups. Indeed, the presence of differences in reliability (as represented or absorbed
in the item uniquenesses) across the multiple groups could distort mean differences on the
observed scores. However, for comparisons based on latent constructs that are corrected for
measurement error, the valid comparison of latent means only requires support for strong
measurement invariance and not for the additional assumption of the invariance of measurement
error. Hence, comparison of group mean differences based on latent-variable models like those
considered here makes fewer assumptions than those based on manifest scores. Although the
crucial comparison for strict measurement invariance is between Model 5 and Model 7, the
invariance of item uniquenesses can also be tested by the comparison of any pair of models
differing only in regard to uniquenesses’ invariance.

Factor variance-covarianceinvariance (Model 4). Model 4 tests the invariance of the
factor variance-covariance matrix—in addition to factor loadings. Tests of the invariance of the
factor variance-covariance matrix (Model 4) are highly relevant to many substantive CFA or
SEM studies, where the main focus is on relations among variables. Indeed, such tests have
been a major focus of the traditional CFA approach to factorial invariance (e.g., Joreskog 1971,
1979). However, factor variance-covariance invariance is not a necessary precondition in the
comparison of latent means, and for this reason has been largely ignored in the traditional IRT approach to
measurenment invariance. The critical comparison is between Model 2 and Model 4 (or other pairs of
models differing in respect to the invariance of the variance-covariance matrix).

Invariance of latent means (Models 10 through 13). The final four models (Models 10—

15
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13) in the taxonomy all constrain mean differences between groups to be zero—in combination
with the invariance of other parameters. In order for these tests to be interpretable, it is essential
that there be support for the invariance of factor loadings and item intercepts, but not for the
invariance of item uniquenesses or the factor variance-covariance matrix. However, typically it is
advisable to test the most constrained model that is justified by earlier tests.

Partial Invariance. Although these tests, in each of the 13 models, posit full invariance of
all parameter estimates for all groups, Byrne, Shavelson and Muthén (1989, also see Marsh
2007) have argued for the usefulness of a less demanding test of partial invariance in which a
subset of parameters are not constrained to be invariant. In particular, partial invariance might be
warranted if the sample size is large, there is a sufficient number of items for each factor, and a
given set of constraints (e.g., factor loadings, item intercepts, or item uniquenesses) is supported
for most of the items for each factor. Also, when there are more than two groups, partial
invariance could be limited to a subset of groups. We also note that while tests of partial
invariance of factor loadings are not easily applied in ESEM as currently operationalized, new
approaches apparently circumvent this problem (e.g., EwC, discussed earlier in printed article
and below). However, the post-hoc construction of models with partial invariance should
generally be viewed with caution. When the sample size is small or non-representative, there is
the danger of capitalizing on idiosyncrasies of the sample. When the number of items measuring
each factor is small, there is the danger that the invariance found for a subset of the items is not
generalizable to the population of all possible items that could have been picked to assess this
specific construct.

Thus far, we have illustrated tests of invariance across multiple groups on a single

occasion. However, essentially the same logic and the same taxonomy of models can be used to

16
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test the invariance of parameters across multiple occasions for a single group. One distinctive
feature of longitudinal analyses is that they should normally include correlated uniquenesses
(CUs) between responses to the same item on different occasions (see Joreskog, 1979; Marsh &
Hau, 1996; Marsh, 2007). ESEM tests of invariance over time—including the CUs—further
demonstrate its flexibility.

Simulated Data Examples (see https://github.com/pdparker/ESEM)

Because of space limitations we were not able to include the details of worked examples
(i.e., data, syntax, and discussion of results) in the paper itself, but we have created a separate
website with expanded discussion of a data set simulated to reflect a typical clinical application

(Morin et al. 2013, https://github.com/pdparker/ESEM). This data set is made available to readers

willing to try their hands at ESEM, together with all of the input codes used in this specific
illustration. This data set includes six items (X1 through X6) serving as indicators of two
correlated factors (Factor 1 and Factor 2), with the first three having their primary loadings on the
first factor and the last three having their primary loadings on the second factor, and with two
items presenting significant cross-loadings on the other factor. For purposes of illustration, we
label these factors Anxiety (Factor 1) and Depression (Factor 2): two correlated/comorbid
clinical states which can be measured by indicators/symptoms that can realisticallybe expected to
present significant, and even reasonably large, cross-loadings (for instance, levels on the
depressive symptoms of “psychomotor agitation” or “insomnia” can be expected to be elevated in
anxious individuals also). For further illustrative purposes, let’s imagine that these data were
collected as part of a clinical Pre-Test Post-Test design with randomized experimental and control
groups. In this context, the first set of items (X1 through X6) will be referred to as Pre- Test data.

We also simulated a second set of items (Y1 through Y6), referred to as Post-Test data, designed
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to represent a second measurement point for the X items and simulated to have similar properties
to the Pre-Test data. Two subgroups were simulated to reflect an experimental and a control
group. In line with clinical trials, these subgroups were simulated based on the assumption of
random assignments (with Pre-Test data showing fully equivalent properties between the groups)
and moderately small sample sizes of n = 150 for each group (n =300 in total). Further,
consistent with common observations in the context of clinical trials, the control group was
simulated to show a small decrease of depressive symptoms over time but no change in anxiety
level. The experimental group was simulated as showing a substantial decrease in depressive
symptoms over time, and with gender-differentiated effects regarding the response to treatment
for symptoms of anxiety (see below), consistent with significant construct-specific intervention
effects. We simulated the data to show increased levels of measurement error, associated with the
lasttwo items of the depression factor in the experimental group, which reflect the occurrence of
some disturbance (e.g., noise, fire alarm) toward the end of the testing session in one of the
groups.

To add some complexity, we further simulated slightly different models for subgroups
reflecting male (n = 150) versus female (n = 150) participants. Consistent with random
assignment, half (n=75) of the experimental and control groups was simulated as half males and
half females. We simulated the data to show one item having a higher intercept among females,
consistent with well-documented gender differences on specific indicators of internalized
disorders (e.g. self-esteem, appetite loss, etc.). Although gender differences in mean levels of
depression and anxiety (favoring females) are well documented, here we simulated data
consistent with a clinical trial, where all participants were selected to be fully comparable at

baseline. For this reason, we simulated the data to show no gender differences in mean levels of
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Depression or Anxiety at Pre-Test. We also simulated the data to show differential response to
treatment, showing that the previously described reduction in Depression was common to males
and females. However, females also showed a significant decrease in anxiety at Post- Test,
whereas males showed an increase in anxiety levels at Post-Test, showing a deleterious effect of
treatment.

Because we consider the 13-model taxonomy of invariance tests to be an important
contribution of ESEM, we have developed an automated, freely available module

(https://raw.github.com/pdparker/ESEM/master/exampleScript ESEMS.R) that allows

applied researchers to easily test all 13 models with Mplus through the freeware ‘R’ software
package. For routine applications, applied users need only to use a few lines of code to
automatically prepare 13 Mplus files, and to produce a pop-up window with a formatted table
with fit statistics for all 13 models. In the worked data example available at

https://github.com/pdparker/ESEM we briefly demonstrate its use with simulated data.

Summary

Although CFA seems to have largely superseded EFA, the ICM-CFA measurement
model is overly restrictive for most psychological studies, and this problem reinforces applied
researcher to use dubious strategies to achieve acceptable fit. For this reason, we recommend
that applied researchers routinely compare ESEM and CFA solutions, only retaining CFA if there
is good evidence that it is able to fit the data as well as the corresponding ESEM and provides
similar estimates of the factor correlations. Because the CFA model is merely a special case of
the more general ESEM model, and is nested under it, the comparison of the two solutions is
straightforward.

The multigroup and longitudinal approaches to invariance provide a very general and
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elegant framework for tests of measurement invariance and latent mean differences where the
grouping variable has a small number of discrete categories, and the sample size for each group is
reasonable. The extension of ESEM to incorporate this multigroup approach is one of the most
important applications of ESEM. Essentially, this same approach can be used to evaluate the full
13-model taxonomy of invariance over occasions in longitudinal data. In the related article to
these supplementary materials we have reviewed studies that compared factorial solutions
generated from ESEM, relative to ICM-CFA. Guided by the taxonomy of invariance models,
these studies also demonstrate the utility of ESEM for tests of multiple-group, longitudinal and
MIMIC-based measurement invariance. Importantly, our 13-model taxonomy of invariance can
also be applied in traditional ICM-CFA studies. However, to the extent that the ESEM solution
provides an acceptable fit to the data and the CFA solution does not, the appropriateness of the
taxonomy for CFA models is dubious. In this respect we present the ESEM as a viable alternative
to CFA, but do not argue that it should replace CFA. However, ESEM should generally be
preferred to ICM-CFA when the factors are appropriately identified by ESEM, the goodness of
fit is meaningful better than for ICM-CFA, and factor correlations are meaningfully smaller than
for ICM-CFA. Furthermore, based on Marsh’s (2007; Marsh, Hau & Wen., 2004) suggestion that
almost no multidimensional psychological instruments widely used in practice provide an
acceptable fit in relation to an a priori [CM-CFA structure, we suspect that ESEM is likely to
generate better factorial solutions. In this situation, we suggest that advanced statistical strategies
such as multigroup and MIMIC tests of measurement invariance, and even latent growth models
in many applications, are more appropriately conducted with an ESEM approach than with a
traditional ICM-CFA approach. To illustrate this point, we also note that autoregressive cross-

lagged models and change-score based longitudinal mediation models could be estimated in
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ESEM, or within the complementary EwC method.

In that article we also review the published studies that show how ESEM is an
overarching integration of the best aspects of CFA/SEM and traditional EFA, with broad
applicability to clinical studies not appropriately addressed by either traditional EFAs or
CFA/SEMs. However, ESEM is not a panacea, and it may not be appropriate in some situations.
Nonetheless, it provides clinical and social science researchers more generally with considerable
flexibility to address substantively important issues such as those raised here, where the
traditional ICM-CFA approach is not appropriate. Because ESEM is still a relatively new
statistical tool, “best practice” will evolve with experience. Nevertheless, the results of this
review provide strong support for the application of ESEM in psychological research more
generally. Based on our review we recommend that the psychometric evaluation of psychological
assessment instruments should routinely apply ESEM and juxtapose the results with the

corresponding CFA models that are traditionally used.
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